






density to inferential use, adapting the philosophy advocated in Geisser (1971). The imagined

replication makes y and Z comparable; in fact, exchangeable a priori. Moreover, the parameters

in the model play a minimal role under replication. It seems clear that good models, among

those under consideration, should make predictions close to what has been observed for an

identical experiment. The criteria below are de�ned with this motivation.

For a given model m, consider

L2
m = E[(Z � y)0(Z � y)] ;

where the expectation is taken with respect to the PDRE fm. The measure L2
m has the decom-

position

L2
m =

nX
i=1

n
[E(Zi)� yi]

2 + V ar(Zi)
o
;

as a sum of two components, one involving the means of the predictive distribution, and the

other involving the variances. Thus a model's performance is measured by a combination of

how close its predictions are to the observed data and the variability of the predictions. Good

models will have small values of L2
m. It is often more convenient to use the measure

Lm =
q
L2
m

since it is a distance on the response axis, measured in the same units as the response variable.

We refer to Lm as the L criterion.

To de�ne the second criterion, consider

M�

m = fm(y) :

This is the PDRE under model m, evaluated at the observed response y. A good model will

have a large value of M�

m. A ratio of M�

m's for two di�erent models is an instance of what

Aitkin (1991) calls the posterior Bayes factor. Again, to facilitate interpretation, let

Mm = (M�

m)
�1=n

which is in the units of the response variable, and small values of it indicate good models. We

refer to Mm as the M criterion.

The third criterion we introduce for model selection is the Kullback-Leibler (KL) divergence

between two predictive densities. Suppose f1 and f2 are two densities with respect to Lebesgue

measure. Then, the KL divergence between f1 and f2 is de�ned by

K(f1; f2) =

Z
log [f1(x)=f2(x)] f1(x) dx :
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In general, K(f1; f2) 6= K(f2; f1), and K(a; b) � 0 with equality occurring only if a = b. The

KL divergence has been used in the literature for a wide variety of statistical problems, and in

connection with the Bayesian predictive distribution. For example, with its use Aitchison (1975)

shows that the predictive distribution best approximates the sampling distribution, Johnson

and Geisser (1983) detect inuential observations in linear regression, and McCulloch (1989)

assesses the inuence of model assumptions. Bhattacharjee and Dunsmore (1991) use the KL

directed divergence to select variables in logistic regression.

For our purposes, suppose m0 is a �xed model inM from which we measure other models.

In variable selection, for instance, a natural choice for m0 might be the full model (1.1) with

all of the k predictors. Using PDRE's of m0 and m, we de�ne

Km = K(m0;m) +K(m;mK130000sl310
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with c � 0 quantifying, in multiples of the present experiment, the importance one wishes

to attach to the prior guess �0. Thus under model m, Tm is a scalar multiple of the Fisher

information matrix for �(m). Zellner's g-priors (Zellner, 1986) also have this structure for the

precision matrix. It has the advantage of leading to analytically tractable and computationally

feasible solutions.

Now, we take �(m)j� to be normally distributed, i.e.,

�(m)j� � Nokm(�
(m); � Tm) : (2.5)

As a result of focusing on the observables, only a few easily interpreted quantities are needed

to specify the prior. In particular, the prediction �0 is turned into a prior for �(m)j� for each

m in an automated fashion.

Finally, the prior distribution for � is taken to be a gamma distribution with parameters

(�0=2; 0=2), i.e., with density

�(�) d� / � �0=2�1 exp f�0�=2g d� : (2.6)

For a �xed model m, (2.5) and (2.6) result in the conjugate normal-gamma prior.

With this prior and the likelihood implied by (1.2) for each m, a straightforward derivation

yields

Z � Sn
�
n+ �0; �m; s

2
m(I + (1� )Pm)

�
; (2.7)

where  = c=(1 + c), �m = Pm (�0 + (1� )y), s2m = (n + �0)
�1(qm + pm + 0), qm =

y0(I � Pm)y, and pm = (y � �0)
0Pm(y � �0). The PDRE in (2.2) for noninformative priors can

be obtained from (2.7) by formally setting  = 0, �0 = �km, and 0 = 0. Moreover if Xm has

rank rm < km, replace km by rm in (2.7) above. For brevity, any relevant expressions are given

only for the case of conjugate priors in the remainder of this article.

The L criterion under model m is now given by

Lm = f(1 + �m)qm + ( + �m)pm + �m0g
1=2 ; (2.8)

where �m = n+(1�)km
n+�0�2

. We see that L2
m above is a linear function of qm and pm. The quantity

qm is the squared length of the projection of the data onto the error space of model m, i.e., the

error sum of squares for model m. The quantity pm represents a penalty for a bad prior guess

at Y . It is the squared length of the projection of the \guessing error" onto the model's column

space. Under reference priors, (2.8) reduces to Lm =
�
2(n� 1)(n� km � 2)�1qm

�1=2
. In this

case, Lm is similar to the root mean square criterion.

To calculate the calibration number SL, one can sample from the marginal distribution

Y � Sn
�
�0; �m� ; 0�0

�1(I + �1(1� )Pm�)
�
;
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and calculate Lm� with each sample. (Here m� is the model that minimizes Lm.) The standard

deviations of these values provides a Monte Carlo approximation to SL. If one is using the ref-

erence priors in (2.1), however, it is well known that the marginal distribution of Y is improper.

In this case, one could sample from the conditional distribution Y j� � Non(0; �(I�Pm�)) with

� replaced by ~� , the mode of the posterior distribution of � usingm�. The standard deviation of

the resulting samples of Lm� can be viewed as an approximation to DL = [V ar





number SL. Under the improper reference priors, however, one is not guaranteed such auto-

matic protection and hence must be careful to not include in M any model



3.2 Transformation Selection

In linear regression, transformations of the predictor variables can often lead to more ac-

curate predictions and a model that better �ts the data. Box and Cox (1964) discuss transfor-

mations with an emphasis on transforming the response variable. They also mention briey a

possible Bayesian approach. It appears, however, that the literature on Bayesian transformation

methods is sparse at best.

Here, we show how two of the predictive criteria can be used to select a speci�c member of



an intercept and the Box-Cox transformation on x. Again, to denote the dependence of the

criteria on �, we write Mm � M(�) and Lm � L(�). Under the noninformative prior (2.1),

M(�) and L(�) are equivalent and we get the minimizer �̂ = �1:325, with L(�̂) = 0:160

and M(�̂) = 0:099. Results for the coe�cient of determination (R2), residual sums of squares

(RSS), and the criterion functions are given for three regression models in Table 2.

Table 2 - Comparison of Models, Vapor Pressure Data
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4 Discussion

The minimizations of the criterion functions L andM for the transformation problems were

carried out numerically since analytic methods are not readily available. The computations were

greatly facilitated by LISP-STAT (Tierney, 1990), which made it possible to carry out the calcu-

lations with relatively few lines of code. The functions NEWTONMAX and NELMEADMAX

were used with good success. For the examples of this paper, the calculations proceeded quite

fast on a SUN SPARC station. Starting values of � = (1; : : : ; 1)0 worked well. Other starting

values were also used.

An important issue in any model selection procedure is that of model assumptions. It

is well known that violations of the same can result in the addition or omission of variables

in a variable selection procedure. AIC and BIC, for instance, are not robust to outliers or

inuential points. The criteria proposed in this article likely su�er from the same problems.

Simultaneously checking and selecting models is di�cult, and there are no de�nitive solutions

to this problem. Ho aluesselection



given by

Mm = �1=2
 

�(n+�02 )

�(n+ �0=2)
(2� )km=2

!1=n

a1=2m

�
1 +

bm
am

�1+ �0

2n

;

where am = qm+pm+0 and bm = qm+
2

2� pm. Again, both am and bm are linear combinations

of the residual sum of squares and the \guessing error".

An exact expression for the K criterion is not available since the necessary integral is not

tractable. However, for large n, we can approximate the distribution in (2.7) by a

Non

�
�m;

�
n+�0

n+�0�2

�
�1

s�2m (I + (1� )Pm)
�1

�
distribution. Taking m0 to be the full model,

de�ne

v =
(n+ �m)(n+ �m0

� 2)

(n+ �m0
)(n+ �m � 2)

;

where �m = �m0
= �0 for the normal-gamma priors, and �m = �km, �m0

= �km0
under
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